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Alternative Titles

Cloudy with a chance of science

GSFC Cloud Strategy (sounded a bit pretentious)

What the heck is this cloud thing and how will it affect me?

Why are there so many commercials about cloud computing?

When will I stop hearing about cloud computing?

Itôs in the cloud ïwhat the heck is my kid saying?
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Partnerships

NASA Center for Climate Simulation (NCCS ïCode 606.2)

Terrestrial Information Systems Laboratory (Code 619)

Computing and Communications Division (C&C ïCode 720)

NASA CIO Computing Services Office (CSSO ïNASA HQ)

Lots of people doing great work

Å Too many to name, and I am going to forget people.
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Planning Science/Proposal Writing 

What question am I trying to answer?

ÅExample: Suppose we want to generate maps of surface water from 1990 to 2012 

in the arctic boreal region (problem courtesy of Mark Carroll, Code 618)

What data are available and where are they?

ÅLandsat time series available at the LP DAAC

How much data is needed?

Å Full time series requires >100,000 scenes and ~20TB of data storage

Can I store all that data? If not, how can I process it?

ÅNo. So download chunks of 5TB to local machine. Process. Delete. Download.

ÅProjected time ï9 months ïwithout any mistakes!

Thatôs too long, so how can I modify my science question accordingly?

ÅAverage across three epochs (1990, 2000, 2010)

Å25,000 scenes and ~7TB of data

ÅProjected time ï2 to 3 months

Scientists are limiting their 

questions (and science) based on 

the IT resources of their 

desktops!
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Scientist 1 Scientist 2

Hey, what are you working on these days?

Oh, you know, just processing data from

the new satellite for my ROSES project.

You know, I need that same data for my project.

Where did you get that?

I downloaded it from the web.

How long did it take you?

Quite awhile; several weeks.

Oh, man, I donôt want to have to download all

That data and take several weeks. Do you think

I could get a copy from you?

Sure, I am just not sure how to get it to you.

I could NFS serve it from my machine to yours or

just give you access to my system.

That would be great. You donôt think 

the security guys would mind do you?

No, Iôm sure they wouldnôt.

It is in the name of science after all.

Conversations ñWe Donôt Wantò Between Scientists



6

Scientist 1 Scientist 2

Hey, what are you working on these days?

Oh, you know, just processing data from

the new satellite for my ROSES project.

You know, I need that same data for my project.

Where did you get that?

Itôs in the cloud.

Awesome, I will work on it there.

Conversations ñWe DO Wantò Between Scientists
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From HPC to the Cloud

High 

Performance 

Computing

Advanced Data 

Analytics Platform 

(ADAPT)

Goddard Private 

Cloud

AIST Managed 

Cloud Environment 

(AMCE)

Public Clouds

Public/Private Private Private/Public Private Public Public

Location GSFC B28 GSFC B28 GSFC B28/B32 AWS AWS/Other

Users NASA NASA NASA NASA/Non-NASA NASA

Managed Yes Yes Yes Yes/No Yes/No

Networks 100 Gbps 10 to 40 Gbps 10 Gbps 1 Gbps 1 Gbps

Data PBs PBs PBs GBs to TBs GBs to TBs 

and beyond

Shared File System Yes Yes NFS/S3 NFS/S3 NFS/S3

ITAR Small No Yes No Maybe

Managed By NCCS NCCS 600 & 700 NCCS & ESTO 700

Customization Very Little Yes Yes Yes Yes
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Advanced Data Analytics Platform (ADAPT)

Private High Performance Science Cloud
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Why did the NCCS create ADAPT?

High Performance Computing Data Analysis

Takes in small amounts of input and creates large 

amounts of outputé

Å Using relatively small amount of observation 

data, models are run to generate forecasts

Å Tightly coupled processing requiring 

synchronization within the simulation

Å Simulation applications are typically 100,000ôs 

of lines of code

Å Production runs of applications push the 

utilization of HPC systems to be very high

Å Fortran, Message Passing Interface (MPI), large 

shared parallel file systems

Å Rigid environment ïusers adhere to the HPC 

systems

Takes in large amounts of input and creates a small 

amount of outputé

Å Use large amounts of distributed observation and 

model data to generate science

Å Loosely coupled processes requiring little to no 

synchronization

Å Analysis applications are typically 100ôs of lines of 

code

Å Require more agile development with many small 

runs; utilization can be low on average

Å Python, IDL, Matlab, custom

Å Agile environment ïusers run in their own 

environments

Å Steep learning curve for these users to take 

advantage of HPC resources or even public clouds
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Where is this cloud located?

Physically located at GSFC, 

Building 28

Combination of new and old 

hardware

Å New equipment for storage 

and management

Å New servers for compute

Å Retired High Performance 

Computing servers for 

virtual machines

Welcome to drop by and take 

a tour!

Å Doesnôt really look this 

clean.
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System Components/Configuration

Persistent Data Services

Virtual machines or containers deployed for web services, 

examples include ESGF, GDS, THREDDS, FTP, etc.

DataBase

High available database nodes with solid state disk.

Remote Visualization

Enable server side graphical processing and rendering of data.

High Performance Compute

More than 3,800 cores coupled via high speed Infiniband 

networks for elastic or itinerant computing requirements.

High-Speed/High-Capacity Storage

Petabytes of storage accessible to all the above capabilities over 

the high speed Infiniband network.

High Performance Networks

Internal networks enable high speed access to storage, while 

external networks provide high performance data movement.

128 GB of RAM, 10 GbE, and FDR 

IB 

128 GB of RAM, 3.2 TB of SSD, 10 

GbE, and FDR IB 

128 GB of RAM, 10 GbE, FDR IB, 

and GPUs 

~300 nodes with between 24 and 256 

GB of RAM; Small set of nodes with 

6 TB of SSD

Storage nodes configured with ~10 

PBôs of usable capacity

External: 10 and 40 GbE

Internal: 10 GbE and Infiniband

Capability and Description Configuration
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Operating Systems

Linux (Debian, CentOS) and 

Windows 

Platform-as-a-Service

Å Compute virtual machines are open souce Linux

Å Windows used for remote desktop and ArcGIS

Commercial Tools

Intel Compiler (C, C++, 

Fortran), IDL (4 seats)

Open Source Tools

Python, NetCDF, GDAL, R, 

etc.

Open source tools: 

Å Very flexible

Å If the open source tool does not need elevated privileges to install, 

the user can install the software in their home or scratch directories

Å Commonly used tools may be installed in a shared directory for 

multiple users; the NCCS can assist with this as needed

Å If the tool requires elevated privileges, users should submit a ticket 

to the NCCS for assistance. That tool will have to go through a 

security vetting process before it can be installed

External License Servers

Å Virtual machines can be set up to reach out to external license 

servers

Å Time is needed to make requests to poke holes through various 

NASA firewalls

Software Stack

Virtual machines can be customized based on the end user application needs. The NCCS will 

work with you to create customized VMs specific to meet your needs. 
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Start Small and Scale Up

Typically start users with 1 to 4 virtual 

machines each with 4 cores and 9 GB of RAM 

(about 2 GB/core)

Once the user has developed or ported their 

application, the system administrators will 

scale up the number of VMs

Need to make sure the resources are available 

prior to scaling up

Scheduling resources so far has not been a 

problem

As is typical with virtual environments/clouds, 

utilization varies greatly over time

Snapshot of the Ganglia monitoring tool showing the utilization of 

resources over a period of time.
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Common datasets ñStagedò for ABoVE 

investigators in ABoVE Science Cloud

ÅStaged and available for direct use

ÅIndividual investigators donôt have to 

invest time to locate and transfer data into 

system

ÅAvoids duplications of large datasets on 

system

ÅAdditional datasets can be added, 

including generated data from ABoVE PI

ÅData Services Manager to locate data

Example Download Times For 80TB

Staged/Common Data Sets in ABoVE Science Cloud
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Large Collections Amount

Landsat 186 TB

MODIS
MODAPS collection 

remotely mounted

MERRA & MERRA2 406 TB

DigitalGlobe Imagery 2.8 PB

Total > 3 PB

Other Data Sets
ÅElevation datasets

ïArcticDEM

ïCDEM

ïASTER GDEM

ïEtc.

ÅVegetation products

ÅLand cover products

ÅProducts generated by the science team

ÅOthers as the team requestsé

Current ABoVE Science Cloud Data Holdings

Note that the ABoVE Science Cloud is not a permanent repository or the definitive source for 

this data. Official ABoVE products will be curated by the DAACs.
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NGA/DigitalGlobe High Resolution Commercial Satellite 

Imagery

DigitalGlobe Satellite Fleet

Worldview 3

National Geospatial Intelligence Agency (NGA) has licensed all 

DigitalGlobe Ó 31 cm satellite imagery for US Federal use, i.e., NSF, 

NASA and NASA funded projects. 

ÅArchive of >4.2 billion km2 of data from 2000 to present

ÅData from six different satellites: Worldview-1, 2 and 3; Ikonos; Quickbird; 

and Geoeye-1

Satellite Bands

Nadir 

Panchromatic 

Resolution (m)

Nadir 

Multispectral 

Resolution (m)

Ikonos Pan, R, G, B, Near IR 0.82 3.2

GeoEye Pan, R, G, B, Near IR 0.41 1.65

Quickbird Pan, R, G, B, Near IR 0.55 2.16

WorldView -1 Panchromatic only 0.5 N/A

WorldView -2

Pan, R, G, B, Near IR 1, 

Near IR 2, Coastal, Red 

Edge, Yellow

0.46 1.85

WorldView -3

Same as WV-2 plus 8 

SWIR bands and 12 

CAVIS bands

0.31 1.24
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ADAPT Use Cases

Å Arctic Boreal Vulnerability 

Experiment (ABoVE)

Å CALET (CALorimetric Electron 

Telescope)

Å High Mountain Asia Terrain 

(HiMAT)

Å Asteroid Hunters ïNear Earth 

Objects

Å Biomass in South Sahara

Å NCCS Data Services

Å Laser Communications Relay 

Demonstration (LCRD) Project -

FPGA simulations
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ABoVE Science Cloud DigitalGlobe Imagery: Study Domain
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ABoVE Science Cloud DigitalGlobe Imagery: Circumpolar
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AboVE Water Maps: 30 meter spatial resolution surface 

water 1991-2011,ò M.L. Carroll, et. al

Å Takes in large amounts of input and creates small output

Å Using large amounts of observation or model data

Å Python code of 100ôs of lines

Å Easily run in parallel across multiple virtual machines

Processing work flow for the generation of the ABoVE water maps 

from Landsat scenes to ABoVE tiles.

AWM for 2001 and 2011 for Hay Lake and Beaver Hill Lake in 

Canada. Hay Lake has clearly expanded over this time frame while 

Beaver Hill Lake has diminished.

100,000 
LandSat 
Scenes

20 TB of Data

Taken from ñAboVE Water Maps: 30 meter spatial resolution surface water 1991-2011,ò M.L. Carroll, et. al, 

http://above.nasa.gov/pdfs/ABoVE_water_maps_user_guide_05102016.pdf
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Fire History for ABoVE ïT. Loboda & M. Miller

Burned area

unburned

burned very low

low-moderate

moderate-high
very high

1985

2005

2002

2010

fill value

Landsat data 

record
Burn severity

ÅFire history across the ABoVE 

study region is compiled from 

available and new (Miller et al. in 

prep) data products and enhanced

ÅMultiple VMs on the ASC are used 

to process Landsat and MODIS data 

to develop the burn severity 

characterization

2010

2002

2005

1985
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Forest Canopy Surface Elevations ïC. Neigh & P. Montesano

Å Understanding forest patterns using DigitalGlobe high-

resolution satellite imagery

Å Using multiple VMs and Ames Stereo Pipeline (ASP) 

on the ASC to process Digital Elevation Models

© 2016 Digital Globe Nextview License© 2016 Digital Globe Nextview License


